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## Characterizations

- Exchangeable cluster distributions are characterized
-What about exchangeable feature distributions?
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$$
=\frac{1}{K_{N}!}(\theta \gamma)^{K_{N}} \exp \left(-\theta \gamma \sum_{n=1}^{N}(\theta+n-1)^{-1}\right) \prod_{k=1}^{K_{N}} \frac{\Gamma\left(S_{N, k}\right) \Gamma\left(N-S_{N, k}+\theta\right)}{\Gamma(N+\theta)}
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## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Example: Indian buffet process (IBP)


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Example: Indian buffet process (IBP)


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Example: Indian buffet process (IBP)


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Example: Indian buffet process (IBP)


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Example: Indian buffet process (IBP)


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


$$
\begin{aligned}
& \mathbb{P}(\text { row }=\square)=p_{1} \\
& \mathbb{P}(\text { row }=\square)=p_{2} \\
& \mathbb{P}(\text { row }=\square)=p_{3} \\
& \mathbb{P}(\text { row }=\square)=p_{4}
\end{aligned}
$$

## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


$$
\begin{aligned}
& \mathbb{P}(\text { row }=\square)=p_{1} \\
& \mathbb{P}(\text { row }=\square)=p_{2} \\
& \mathbb{P}(\text { row }=\square)=p_{3} \\
& \mathbb{P}(\text { row }=\square)=p_{4}
\end{aligned}
$$



## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


$$
\begin{aligned}
& \mathbb{P}(\text { row }=\square)=p_{1} \\
& \mathbb{P}(\text { row }=\square)=p_{2} \\
& \mathbb{P}(\text { row }=\square)=p_{3} \\
& \mathbb{P}(\text { row }=\square)=p_{4}
\end{aligned}
$$



## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


$$
\begin{aligned}
& \mathbb{P}(\text { row }=\square)=p_{1} \\
& \mathbb{P}(\text { row }=\square)=p_{2} \\
& \mathbb{P}(\text { row }=\square)=p_{3} \\
& \mathbb{P}(\text { row }=\square)=p_{4}
\end{aligned}
$$



## Exchangeable probability functions

"Exchangeable feature probability function" (EFPF)?
Counterexample


$$
\begin{aligned}
& \mathbb{P}(\text { row }=\square)=p_{1} \\
& \mathbb{P}(\text { row }=\square)=p_{2} \\
& \mathbb{P}(\text { row }=\square)=p_{3} \\
& \mathbb{P}(\text { row }=\square)=p_{4}
\end{aligned}
$$

$$
\begin{gathered}
\mathbb{P}(\square) \neq \mathbb{P}(\square) \\
p_{1} p_{2} \neq p_{3} p_{4}
\end{gathered}
$$
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Exchangeable cluster distributions
= Cluster distributions with EPPFs
Exchangeable feature distributions
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## Paintboxes

Exchangeable feature allocation: feature paintbox


Lizard feature
Sheep feature
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Exchangeable feature distributions
= Feature paintbox allocations


Feature distributions with EFPFs

## Paintboxes

Two feature example

$$
\begin{array}{|c:c:c|c}
\hline & & & \\
\hline & & & \text { Feature I } \\
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\mathbb{P}(\text { row }=\square)=p_{3} \\
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Indian buffet process: beta feature frequencies

$\square$
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$$
=\mathbb{E}\left[\sum_{\text {distinct } i_{k}} \frac{1}{K!} \prod_{k=1}^{K} q_{i_{k}}^{S_{N, k}}\left(1-q_{i_{k}}\right)^{N-S_{N, k}} \quad \begin{array}{c}
\text { Size of } k \text { th } \\
\text { feature }
\end{array}\right.
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Feature allocation


$$
\mathrm{K}=2 \text { for all } \mathrm{N}
$$

Assume EFPF

$$
p\left(N ; S_{N, 1}, S_{N, 2}\right)
$$

Want to show:

$$
\text { e.g. } \mathbb{P}\left(\text { row }=\square \mid q_{1: 2}\right)=q_{1}\left(1-q_{2}\right)
$$
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Assume EFPF
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Assume EFPF
$p\left(N ; S_{N, 1}, S_{N, 2}\right)$

$$
\begin{aligned}
\mathbb{P}(4 ; 2,2)= & \mathbb{P}( \\
& (\square)=\mathbb{P}\left(p_{1}^{2} p_{2}^{2}\right]=\mathbb{E}\left[p_{3}^{2} p_{4}^{2}\right]=\mathbb{E}\left[p_{1} p_{2} p_{3} p_{4}\right] \\
& \mathbb{E}\left[\left(p_{1} p_{2}-p_{3} p_{4}\right)^{2}\right]=0 \\
& p_{1} p_{2} \stackrel{\text { a.s. }}{=} p_{3} p_{4}
\end{aligned}
$$
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## Distributions with EFPFs: frequencies?

Feature allocation


$$
\begin{array}{ll}
\mathbb{P}(\text { row }=\square & \left.\mid p_{1: 4}\right)=p_{1} \\
\mathbb{P}(\text { row }=\square \square & \left.p_{1: 4}\right)=p_{2} \\
\mathbb{P}(\text { row }=\square \square & \left.\mid p_{1: 4}\right)=p_{3} \\
\mathbb{P}(\text { row }=\square & \left.p_{1: 4}\right)=p_{4}
\end{array}
$$

Assume EFPF
$p\left(N ; S_{N, 1}, S_{N, 2}\right)$

$$
p_{1} p_{2} \stackrel{\text { a.s. }}{=} p_{3} p_{4}
$$



$$
p_{1} \stackrel{a . s .}{=} q_{1}\left(1-q_{2}\right)
$$

## Distributions with EFPFs: frequencies?

Exchangeable cluster distributions
= Cluster distributions with EPPFs
= Kingman paintbox partitions
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